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**Tasks**

Sultan Al Bogami

1. Reconstructed the data hierarchy for the project:

a. Collected the budget documents from 2019-2008.

b. Compressed them to reduce the size of the files.

c. Converted the PDF files into CSV files.

d. Standardized the naming scheme of the data files.

e. Organized the data into folders.

f. Uploaded the data to the project repository.

2. Preprocessed the data for FY2020:

1. Convert the csv files into data frames.
2. Label the data frames adding “organization” column.
3. Combine the data frames and insert a “year” column.
4. Drop unnecessary columns in the combined data frame.
5. Perform text normalization.
6. Produces a single csv file for the year in question.

3. Started the exploratory data analysis.

Miguel Gaspar Utrera

1. Did some analysis on the budget for Durham city for 2019 and 2020
2. My goal was to see how similar the two budget documents were
3. Using NLTK, genism and TFID I was able to use the most frequent words from each document and see their similarity
4. They are 57% similar, I can conclude the budget documents are reused and that is why they are very similar

Unnati Premchand Khivasara

Tasks: My main tasks for this project were to do sentiment analysis on the budget documents, compare the changes and spread of sentiments over budget documents for multiple years and for different cities and counties.

1. Data Extraction and Statistical Evaluation - The csv files created using a tool, were loaded in dataframes. This data was evaluated to get the hold of data for the budget text of different years and cities and associated sentiments.(3 hours)

2. Distribution Modeling - (4 hours)

https://github.com/UNCG-CSE/Budget\_Text\_Analysis/blob/master/src/EmotionAnalysis/Distribution.ipynb

a. The sentiments of Guilford County(2008) were plotted using Histogram and KDE showed that the distribution is of type Poisson. Also KStest proved that Poisson Distribution fits well(pValue=0.99).

b. The sent-count(count of occurance of each words) values were plotted to see the distribution of Charlotte City Budget Document. The distribution proves to be of type Poisson using KDE and KStest(pvalue=1.0)

3. Hypothesis Testing - The budget documents should have variance in sentiments over the years, or in difference cities/counties based on the varying economies. The Hpothesis results shows that onsecutive years will have more similarity in sentiments and also does not differs to a great extent over a long period. (4 hours)

https://github.com/UNCG-CSE/Budget\_Text\_Analysis/blob/master/src/EmotionAnalysis/HypothesisTesting.ipynb

1. H0 : The sentiments for Charlotte Document 2008 and 2020 are same

H1 : The sentiments for Charlotte Document 2008 and 2020 are not same

Two sample test was performed to prove this Hypothesis with threshold 0.05.

Result : pvalue = 0.28 so I accept a null Hypothesis.

1. H0 : The sentiments for Raleigh Document 2014 and 2015 are same

H1 : The sentiments for Raleigh Document 2014 and 2015 are not same

Two sample test was performed to prove this Hypothesis with threshold 0.05.

Result : pvalue = 0.98 so I accept a null Hypothesis.

4. Observing the order of Sentiments - For all counties/cities budget documents the frequencies of all sentiments and emotions were obtained. And it was observed that for each document Positive sentiment value was highest and Disgust occurred with least number of frequencies. Also the plot for comparison shows that when seen in descending order every city shows much similarity. (3 hours)

https://github.com/UNCG-CSE/Budget\_Text\_Analysis/blob/master/src/EmotionAnalysis/CountingWordsFrequency.ipynb

5. Sections Sentiment Coverage - If the distribution of sentiments is observed over pages of a budget document, it clearly shows that for specific sections the concentration of positive and negative sentiment if much higher. Although positive and negative sentiments are seen all over document text like Funds and Services. While the emotions are not seen in few sections at all.(2 hours)

https://github.com/UNCG-CSE/Budget\_Text\_Analysis/blob/master/src/EmotionAnalysis/Statistics.ipynb

4. Machine Learning -Question Asked: How to create a model that can classify and predict sentiments for future documents?

Initially steps of data-clean, preprocess, assigning affinity scores, features creation and vector tokenization (using TF/IDF) is done. The data is split into train and test data, and supervised algorithms as LogisticRegression, RandomForestClassifier and LinearSVC were used to create a model.

X -> feature vectors formed out of sentences of a Guilford County funds section(2008)

Y -> Classified sentiments

https://github.com/UNCG-CSE/Budget\_Text\_Analysis/blob/master/src/EmotionAnalysis/MachineLearning3.ipynb

Observation : RandomForestClassifier and LinearSVC classification models proves to predict and classify the sentiments of test data than model using LogisticRegression. These both models predict the results with same accuracy as well as rmse values. While if the proportion of train vs test data is changed the LinearSVC does not show the same accuracy as that of RandomForestClassifier, whose accuracy remain highest and Root mean square error value is lowest.(8 hours)